Math 133 Inverse Functions Stewart §6.1

What is a function? Like other mathematical concepts, the idea of a function has
four levels of meaning: physical (word problems), geometric (graphs), numerical (spread-
sheets), and algebraic (formulas). We illustrate these with the following example.

e Physical. We throw a stone upward off a 25 m building, with an initial vertical
speed of 20 m/sec; and we assume gravitational acceleration of 10 m/sec? down-
ward. Let s be the height of the stone in meters, t sec after the throw. Thus, the
function s = f(t) is defined by looking to see the height at a given time. We limit
our experiment to t € [0, 5].

e Geometric. The stone’s height is plotted approximately by:

-~

401
300
¢

207

107

I 2 3 4 5

e Numerical. We collect the following observations for height each second:

t ol1|2]3]4]5
s=f(t)| 25|40 | 45|40 | 25

This is only a rough model: we could take a smaller increment for the time inputs,
or indeed imagine an infinite table to capture all inputs and outputs of f(t).

e Algebraic: s = f(t) = 25+ 20t — 5t2. This agrees with the physical version because
the initial height is f(0) = 25; the initial velocity is f/(0) = [20 — 10t];—p = 20;
and the constant acceleration is f”(t) = —10, negative meaning downward. This
formula is only valid for ¢ € [0, 5], since the stone stops at the ground, and like all
physical models, it is slightly thrown off by subtle factors such as air resistance.

What is an inverse function? Continuing our example, we examine the inverse of
the function s = f(t) above. This means reversing the roles of input and output (the
independent and dependent variables), so that time ¢ becomes a function of height s:
in symbols t = f~1(s). That is, f~! is the rule that tells us at what time ¢ the stone
reaches a given height s.

Here we encounter a problem: since the stone rises and then falls, it reaches a given
height s at two different times: for example, f(1) = f(3) = 40. Thus f~*(40) = 1 and/or
3, with no single output, so f~! is not a function. This happens because the original
function f is not one-to-ome: instead of taking different inputs to different outputs, it
takes two different inputs ¢ = 1,3 to the same output s = 40. In graphical terms,
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s = f(t) fails the horizontal line test, meaning a horizontal line like s = 40 intersects the
graph more than once.

To fix this problem, we must restrict the domain of our function: we will look at
the stone only for t € [2,5] (solid part of the graph). Technically, this defines a new

function:
f:1]2,5] — [0,45],

meaning the only allowed inputs are ¢ € [2,5], which produce outputs covering the
interval s € [0,45]. This restricted function is one-to-one, satisfying the horizontal line
test, so we can get an inverse function:

f711[0,45) — [2,5],
which again has four meanings:

e Physical. The inverse function t = f~!(s) gives the unique time ¢ € [2, 5] for which
the stone is at height s.

e Geometric. The graph t = f~!(s) is the original graph s = f(t) flipped diagonally,
so as to switch the vertical and horizontal axes.
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e Numerical. We restrict the s = f(¢) table to t € [2,5], and switch the two rows so
that s is the input row, t is the output row.

s 45 | 40 | 25
t=f"1s)|| 2|34

We can tidy this, rearranging and supplementing the data columns:

s 0| 5 |10[15{20|25|30|35]|40 |45
t=f"1(s)| 5.0 |4.8|4.6|4.4|4.2]40]3.7|34(3.0[2.0

o Algebraic: We must go from s = 25 + 20t — 5t2 to t = formula in s. This just
means to solve the original equation for ¢ in terms of s. The Quadratic Formula
—b+t\Vb%—4ac
2a )

solves ax’+br+c=0as ¢ = SO:

5 =25+20t —5t° <= (=5)t* +20t+ (25—s) =0
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The + sign gives a choice between the two values ¢;,%2 in the original domain
t € [0,5] which correspond to s. We want the larger choice, namely the + sign, to

get t € [2,5] as required:
t=2+4/9-1is.

Note: In the relationships s = f(¢) and t = f~!(s), the variables ¢, s are merely
suggestive, recalling the physical meaning of these functions. On the algebraic
level, we don’t really care what the variables mean, and we sometimes change
letters to make x the input variable for every function:

z) = 25 + 20z — 5z Tl z)=2+4/9—1z.
f(z) ) 5

Formal definitions.

Definition: Consider a function f : A — B with inputs in the set A and
outputs covering the set B. Suppose f is one-to-one, meaning if x1 # xo,
then f(x1) # f(z2). (The graph y = f(x) satisfies the horizontal line test.)

Then we define the inverse function f~' : B — A as f~'(b) = a, where
a € A is the unique value with f(a) = 0.

Inverse Theorem: The function f and its inverse f~! satisfy:
fHf@)=a and f(f7H(0)=b
for alla € A, b € B. That is, f and f~! undo each other under composition.

The proof is just applying the definitions: if f(a) = b, then f~!(b) = a, which means
f~Y(f(a)) = f~1(b) = a; and similarly for the other equation.
In our previous example, this means:

FNEW) = 244/9 - LEst00-52) =+,

FYs) = 25+2o<2+\/@> _5<2+M>2 _ .

These equations are not obvious, but they must hold after simplification.

Another Example. For the function: y = f(x) = %, we can get its inverse by solving
for x in terms of y:
Yy = i—i; — z+1=(z+2)y
— z+l=zy+2y
= rz—ry=2y—1
— z(l-y)=2y—1
= a= Ty =3
Changing the input variable to x, we get: f~!(x) = %
Note that the natural domain of f(x), the set of inputs for which the formula i—j‘_%

+2-1 _ 1
e =l
f(z), the set of all outputs, is all y # 1. This is reversed for the inverse function: f~!(y)

has domain y # 1 and range x # 2.

makes sense, is all z # —2. Also, we can write f(x) = so the range of



Derivatives of inverse functions.

Inverse Derivative Theorem. Suppose f : A — B has inverse f~! : B — A,
that f(a) = b for some values a, b, and that f(x) is differentiable at = a.
Then f~!(y) is differentiable at y = b:

1 1

—1\/ _ _
U0 = Fay = Frmy

In Leibnitz notation with y = f(z) and z = f~!(y), we have:

dx - 1
d T4
Y ly=b ﬁ B
Tr=a

Proof: This is most clear geometrically, considering that in the graph y = f(x), we
have f'(a) =~ %, the rise-over-run for a small interval near x = a. In the inverse
graph = f~!(y), the vertical and horizontal increments (rise and run) are switched, so
that (f~1)(b) ~ ﬁ—; R~ f’%a)' Taking Az, Ay — 0 turns the approximations into exact
equalities in the limit.

M
x=f10)

y = Jx)
(a’ b) Ay

(b, a)

e

3

A different, algebraic proof comes from the equations in the Inverse Theorem. Taking
x as the input variable, we have f(f~!(x)) = z. Applying the Chain Rule with f~!(z)
as the inside function gives:

U @) = @) = @) () (@) =1
1

= (f(z) = @)

which is the formula of the Theorem when z = b.

EXAMPLE: Let y = f(x) = 23 + 2 + 1. Since f/(z) = 322 + 1 > 0 for all z, we see that
f(z) is increasing everywhere, and different inputs x; < x2 must go to different outputs
f(x1) < f(z2); thus f(z) is one-to-one. Hence there is an inverse function f~!(x), even
though there is no neat formula for it.
Nevertheless, we know f(1) =3 and f'(1) = 4, so:
1 1
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